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. SUMMARY

THE paper deals with»three-stage sampling with varying probabilities
in every stage of selection. A system of selections without replacement
is also discussed, which consists in reducing the chances of reselection
of a unit after every selection for-a given quantity e. This is done at
every stage. - The system implies selection with replacement for ¢ =0,
and can also give an approximation for selection with complete non-
replacement, 'in which case the chance of the reselection of a once
elected unit drops immediately to zero.

" In Chapter 2, well-known formule for a three-stage sampling with
equal probabilities of selection are quoted, introducing symbols which’
will be used later. .. The formule are generalized in Chapter 3 to the
case mentioned above. The results are formule (20) to (27) which
apply to the unblassed estimate of the universe total for a given system
of probablhtles of selection. Formule are given for the variance erfror,
estimated variance error, estimated universe parameters occurring in-
the variance-error formula, expectations of sample parameters occurring
in the formula for the estimated variance error and finally for the esti-
mated variance error for a larger or smaller sample where the estimate
is built up on the data of the actually selected sample. Formule (31)
to (42) are general results for any linear estimator providing biassed
estimates of the total or mean. Three cases are worked out to show
how a linear estimator can be adjusted to give an unbiassed -éstimate,

Chapter 4 contains proofs for the formule given in- Chapter 3.
They are derived as special cases of formulz for a selection with equal
probabilities, making an extension of the universe and a transformation
of the values of the observed variate.

In Chapter 5, the necessary modifications are indicated: for the
application of the results of the preceding chapter to sampling designs
which represent a simplification of three-stage sampling (e.g., stratified
two-stage sampling, two-stage cluster sampling, etc.). After this,
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India we are doing a certain amount of useful work on the study of
crop pests, but a good deal -more requlres to be done.

I have spoken at some length on the urgent need of more work
in what I have called the second area of the application of statistical
methods in agriculture which is based on the use of the design of experi-
ments. I venture to think that is a very special responsibility of the
Indian Council of Agricultural Research and your Society. I have
tried to indicate the vast areas of ignorance which require urgent atten-
tion. These are subjects of basic importance for crop production
and crop protection not only for the immediate future but for purposes
of agricultural planning over a period of 15, 20 or 30 years or more.
I have referred to five important topics, namely, the need of fertilizers,
water requirements of crops, improved methods of cultivation, im-
proved varieties, and methods of crop protection. Work in this field
offers almost unlimited scope for scientific research using the basic
methods of controlled experiments in which the theory of design of ex-
periments would be a most important tool. This is a vast field which,
in comparison with statistical surveys for purposes of estimation in
agriculture, does not seem to have been fully cultivated in India. This
is a thought which I should like to commend to you. I should also
like to draw your attention to the need of hard and systematic work
to build up the scientific foundations for crop planning for the next
30 years to change the whole pattern of living in India.
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special cases are dealt with in which the varying probabilities are pro-
portionate to size (size meaning the number of tertiary units in primary
or secondary sampling units), and later in which the seléction is done
with replacement - or with complete non-replacement. ‘Finally -the
application of estimators which provide a biassed estimate is discussed,
and it is stressed that the estimated variance error of such estimators
does not depend upon the probabiiities actually used in the selection
of the sample, provided that the sum of chances of selection for each
stage is kept constant. The results of this paper make obvious a gene-
ralization of the obtained formule to a bigger number of sampling
stages.

2. INTRODUCTION AND BAsic FORMULE

This paper concerns three-stage sampling with varying probabilities.
It is taken as granted that the results in this chapter for three-stage
sampling with equal probabilities of selection in each stage are known
and proved. Let us have a universe with primary sampling units
denoted by the letter i (i = 1, 2, K) having in the i-th primary unit some
secondary units denoted by j (j=1, 2, ---, L), and within the j-th
secondary unit of the i-th primary unit let us- have tertiary sampling
units denoted by A(h =1,2, - - -, N;). The character observed should
be denoted by &, the subscripts referring to the serial number of the
primary, secondary and tertiary units respectively. From this universe
a three-stage sample is selected with equal probabilities, and without
replacement, including in it k primary units, /, secondary units out of
the selected i-th primary unit, and n,; tertiary units out of the selected
i-th primary and j-th secondary unit. Our aim is to determine from
the sample an unbiassed estimate and to estimate the variance error
of the wuniverse total:

E=XZ5¢tq - (1)
1 2 3
or the universe mean per tertiary unit:
_ ? 2 2 fi,h
§Uh - 2 ): Ni.’l ) - . . (2)
1 2

where 2 means complete summation, the subscript referfin-g- to the
stage of the sampling units.

It is known that an unbiassed estimate of (1) is obtained by the
estimator : - ‘
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where S means summation only over sample units, the subscript refer-
ring to the stage of sampling. As the indexes i, j, h refer only to selected
values from the universe, because the sample is smaller, we shall indicate
the value of the observed variate in the sample by x,;, (instead of &),
where the subscripts refer to the serial numbers of the sampling units

in the sample. Also, if we write 2 X' N;; = N, then an unbiassed esti-
1 2

mate of (2) is obtained by the estimator:

c_x_1 KoL Ny
FENTN RS S, A ' @

This statement will be denoted symbolically by:

EX =5, Ex=¢ .
or by
qE =X, AE =% - : (6)

" where E means ° mathematical expectation”, whilst 4 means

< unbiassed estimate”.

Further on the variance error of (3) is given by!:
K\ —k
Var (X) = (g) . {k . E———l 012 [L? .32 fim:’

koo Li— (LY |
+ TP () e[ 28]

kg (LY Lp Yo (M
+K§(7;) ki ftij Nij_l (nij
X o3t [£unl o

Here the symbol “Var” denotes the variance error, i.e.,
Var (X) = E[X — EQ)P ®

The symbols o® in (7) are parameters of the universe, and their general

S\ ?
?(“2‘1

r 9
5 ©®)

meaning 1is

o] =

1 Compare Ref. [3] and in a simplified form in Ref. [4], formula (35).
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where r refers to the sampling stage. Thus the formiula (9) applied’ to
the parameters mentioned 1n (7) gives:

o[22 )]

I

o

S(35te-tpzrn)

oy [é‘ i

)—‘l__l

~ 72 (St - Lr5¢ ) | (10)
L; L5 5
og? [fm;] .
1 1 2
= N; %7 (Eijh‘_mza:gijh) .
As for the variance error of (4), we have:
Var (7) = ]%Var ®) - )

and we have to use in this formula the eXpre‘sSio’ﬁ ™.

Further we know that an unbxassed estimate of (7) is glven by the
estimator?:

HVar(x)=(—I§) k(l—~)s1 [£ N"S,m]

12"{13

R B el
+ I?;S'(%) b Li 2 (1 - XZ/) (JTY:)
X 1y8,* [xijh]} ' | (12)

The symbols s in (12) are $ample parameters, and their general feaning

is
St 2
A t<— ﬁ) B
2 [t] —

% See Ref. [3] although the formula is glvcn there only for a two- stage sample
also see Ref [1], Chapter 10, formiula (37)
2 : ‘
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where r- refers to .the samplmg stage. Thus the formula (13) apphed
to the parameters mentioned in (12) glves

[l SN“ Sxdh]

i 2 Ny s

o

1 [ Ni] 1 [ NU
k-—lS an,, ;,S'x”h k1l 2”{15'”')

"N;;
55 [ s qun]

1 Ny 1L, Ny )2"
———L._lf( S | 20 ).

sa [xuh]

55 (en =, Sx,,h) R ¢ 7
‘As for the estimated variance error of (11), we-have
ZVar(x)—— c@NVar®) o e 0 e (1)

:and we have to use in this formula the expressmn (12)‘." N

Instead -of using formula.(12), the- parameters of the ‘universe,
o2, in (7), éan beestimated from the sample by expressions which follow;
by msertlng these expressmns 1n (7) we also obtain an unbiassed esti-

mate of Var (X) 3o \} L
Hat [ ) fuh] .
‘120 ) z\ s - . IR B
h -— 1 N'Lj
K { [L fnu ‘sgx”"]
e 1 L i I
_.IE ( ) ( ) 1,S2 [ 1; fxﬂh]
RORE R
l Li 2 n‘:

X nusa [xijh]}

}_‘:'

i sde Wek 1], Chaptér 10 fotmhuld (34 f0r a two'stige sample.
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q a,? [2 fijh] L
23 3 s .

_'LF1{ ‘[NU ]_'1_1 omg\ L

= Li Sy n” ;gxz{h lzf 1 —N” C e e

% (&) R [xm]} R
ny; : "
;}9'032 ['fijn]
Ny—1_,0 .
=T st al | (16)

%)

Here A means dn unbiassed estimate over all three stages, and this symbol
123

is equivalent to the symbol ; H means an unblassed estimate over

the second and third stage, 3 only over the thlrd stage 1f we introduce

the following symbolical operatlons

Edt=t; E Ht=t; E=E=EE=EEE; I=d=34

123 123 . ¢ 123 * 1 23 1 2 3 : 123 1 23

74, Eﬂt_:EEﬂf;- Et;, Edt=Edt — EEt

1 2 3 23 1 23 23 1 3 ?23 3 ) 12
AN ¢ V)
- then the application of the symbolical. operation 5 (= g) to both sides

<123

. of (7) gives:

2 Vor @0) = ‘(IS) fi- E=k. g0

koo oLl (L)} .
I (1) Ee

ko o(BY L g g Ne—ng | (N
. ‘+ K q{:(li) ; k L; g%‘Nii—l ni,)

With sampling with equal probabilities; ‘1we have

1 1 BT
: E St = t; E-St==2t; E— S5t = [ .
1 A ? 2l’l 2 L 2 - "3 nuo‘ Jvii:sz‘I Rt
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and thus: .
gzt_1<5t HZ‘t—IiSt E[Z‘t:N”St;
11 k5 l; » 3 8 Ry 3

and then applying (16), we get (12).

It can be easily shown that (16) is equivalent to*:

L. N
2| 4 ¢glliigy .
15351 [li fnij ‘s‘s'x@:\
— K 2 l‘ £” ¢
~k-1% [%’?fi""]Jr =1 (7)

K
1 (L 1 Ny =1y
X ;04 [325@:] —+ i (T) L L § Ny;—1

Ni\?
X ('—h) » nyos [Eiml
Ryi;

E 55® l:ﬁ’_’ Sxijh:‘
23

i 3

L 1 Ny — 1, N,,)
A ~LT:T 02 [Z gdh] + Ll-z-l N” nu
X ity08 (€]
E 532 [Xin]
3
,:NNu;og2 E27 B R 1)
1
f we apply the symbolical operatlon E(

)to formula (12) “we

123
obtain,
E < 4 Var (X) = Var (X)

( ) {k(r—"f - Esy?
= rgeEs(eg) (7))
es(E) ks 1—%":?)

N K
. ' 2 .
- >< (]_V_"J) . nﬁ . ES32}
s
1 See also Ref [T], Chapter 10 forfnila (33) for a tvio- -stage sample and
also in a simplified form in Ref. [4], formule (40). .

P
]
1
!
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and having in mind that

nl! Zt

k l;
ESt=22t; ESt=21; ESt =
1 1 %1 2 2 L’LZZ 3 3 Nud

K

and using (18) we come back to (7).

Finally, if from the universe a larger or smaller sample is drawn
(also without replacement), having k', I/, »;;’ units instead of &, I, ny,
we have to rewrite formula (7) concerning the variance error by using
this new sample size. So, we get a variance error Var’ (X). However,
if we want to estimate this variance error from a former sample with
k, l“ ny units, we have to use in the changed formula (7) the estimates
of ¢,2 obtained from the former sample by using strictly the unchanged
formule (16). It is easy to derive, that then we have:

HVar’ (X) = 4 Var (X)

—]—K2< . —~) 5.2 [L SN” Sx,,,,]
k 5, 2 ny s

X .
+kk/ SL (II l) [ Sx’ljh:l

e ST SN (o) st bl 09

In our further consideration we will have in mind a more general
definition of the selection without replacement. Suppose, when select-
ing a certain primary unit, instead of eliminating only this unit from the
universe before the next draw, we eliminate from the universe e such
units with the same composition. To be able to do so, we must sup-
pose that there are at least ke primary units of every composition. In
the same way in selecting a certain secondary or tertiary unit, we elimi-
nate from the selected units which contain them before the next draw
e; and e; respectively such units with the same composition. It is
also here assumed that this is possible. Such sampling is equivalent to
a common sampling without replacement from a smaller universe,
in which for every ¢ primary units (e; sec. units and e; tertiary units)
stands only one primary unit (secondary, tertiary unit). It is obvious
that if the former number of sampling units K, L;, N is reduced to
Kle, Lije, N,le; then such selection, characterized with constants
€, €;, €; from the former universe, is equivalent to the common selection
without replacement in the reduced universe. This means that for
sich a reduced universe, all formule mentioned above can be applied,
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covering however the selection from the former universe “with - cha- .
racteristic constants e, €, ¢; We shall not write these formuls here,
because they will be later given for the more- general case.

3. RESULTS FOR THREE-STAGE SAMPLES SELECTED WITH VARYING :
PROBABILITIES

We cons1der a selectlon w1thout replacement with ‘constants-
€, €, €, -and with varying probabilities which are used in the following-
W'a-y. To every primary unit in the universe a chance of selection «;
is attached with S’K =.x, making the probablllt,' of selection of this

unit in the first draw m o= /. I a slmﬂar way, the J-th secondary
unit in the i-th prlmary unit w1ll have the chance /\,, ( XAy = /\> and

conditional probablhty my = /\,J/A,, and the hA-th tertlary unlt in the'
i-th primary, j-th secondary unit has the chance.v;, (2 Vi = VU) and
3

conditional probability. my = viu/v,;. For the g-th selections of the
same unit, fOIIOng the first one,. the chances” are diminished by
ge, ge;, ge; for primary, secondary and tertiary units respectively.
Further let us 1ntroduce the abbreviations A

) N" A 1
ZNU—NH EZNU—'N ’l’N p1]’N~i p’iﬂl‘

Thus Np;p ,,p,,h = 1..‘ :

Under these condltlons 1t can be shown that the unbiassed estlmate
of (1) is obtamed by the estimator:

N o p s P Dij Spijhxijh

A e A Ty 3 Tign
I U R _
. B k'§ il f?"u"ij fﬂ'ijh (20)
ie, . ]
.. Ex=E8 - o @y
whilst | '
(22) with
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Furthermore we ‘have for-the’ variance error of ‘the- estlmate of the um—

verse total: ol Tl
+ Var(X) =N {‘ Kk 'e o [f?@ ;p*if—?pﬁhgijh]u TR
—ali 1 (p Py g0
+ k 277-1 A — ¢ l [: 11'—4}“%‘1)“";:‘”"] FU
. - Vi — -%")j B S
+ 277' l _.ﬂTU vy 6 ) hii .
’ R é &_\p puh ) :. 0, . .
X,Gs [Wi 7'1'4', uh filh]} S (23)
in which - :
ap® [l‘] = Zm (t — .Z'mt)2
o? 1] = 2’"’1?1 (t - Eﬂi,-t)z
0'32 [t] = quh (t 27ruht) - o - (23')

The unbiassed estlmate of this varlance errOr 1s glven by the estlmator

dVar (X) = %(1_%]‘> 5 I:Pi s P Pu Smem.] 3

il 2'”11"1: 3 iy

+isl(1_ f/{_li) 552 [& P Spiihxijh:l
1 :

ki " T Tl 3 Tign
FEs (- ) ,
in which .:;_. [
Slz[’]“k~1 ( 1l
520 = _1 2( _th) L
532 1] = S(t—n—hft) .. (24)
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Note, that for € =0, i.e., selection in the first stage with replacement,
the estimate & Var (X) consists of -the first term only and does not
depend on ¢, ¢; at all. :

The parameters of the universe in (23) are estimated by the following
estimators:

q op® [frl: %‘Pu ?Pi)’hfﬁli]

123
- -K : € {Sl [}h S £ Dij Spuhxi]h:l

"li 2 Ty nw 3 Tim

1.1 &l D Dii DijnXis

____S_(l_ﬂ)sz[_j_ i Suhuh:l
kil AR L Tty 2 Tijn
1 € €N, D:  Di Di

— 8 1~ f“) 2[_’-,‘_’_”’.‘ ]}
k 1')‘1' ( 5 T Ty Mgy, i

o 05® [‘Ej ) I;—“ p) P.’jhfun]
i o8

i /\i; € {s22 [& . Dy Spmxuh]

JLT Tyl s T

_1si(1__€ﬁ"w)sz[& T
l; 2 ny; Vi 3 m Wy Tk ih

Hoy? [P—‘ P P f,]
i

i Ty T
Vi — €
= _"’___v — 5,2 [& . Pii | P xijh] (25)
. ) T

The sample parameters estimate the following aggregates of popula-
tion parameters:

E 512 I:P@ S .pu Spuhxuh]

123 7Tl 2 77'”71“ 3 uh

K 3
= o2 [g & pi mefm]

K — € 2
i— el 1 ,[p py
+ 2’"’: Tj A [ﬂ; ﬂ_: Zpuhfuh:|
€145 Lo_ag

V. —
+ Zﬂ.i .I_Z‘”U,L__
1 P2 Vij

- ei,' Ry

X l:lﬁ . Pij Pun fm‘]}
Ty 77',1-’- 'n"iﬂl
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E 5,2 [{’_@ . P SPijhx@]
23

o Ty s Ty

N e [& Py 2 Pﬁhfiﬂ*:\

Ty Ty o8

' Vij — ity 1 Di Dy | Pinn
I il TR WY S I
i i

T, Ty T

= - - 0g” [J - Bu . B f«'jh] (26)

i Ty T
Finally for a sample of another size:

HVar' (X)

= H Var (X) + N? { L %) 52 |:_-p_Z s Pi SPiihme

4
k mili 5 gy g - Tiin

+ 1 S (1 — 1) 5p2 [lﬁ . P Spmxm:l‘

Ke: \I/ T, Ty Tz Ty
1 1 1 1 2| Bi, Pij , Pin
trS i S G a) o [ 2 e )

@7

This formula is only true if in the new sample the system of constants
€, €, € stays the same.

It can easily be seen, if the selection with varying probabilities is
made proportionate to the size of every sampling unit (considering
as size the number of teftiary units in every sampling unit), then

i = Pis Mij = Pip» Tin = Pign _ (28)
and many of the factors in formulz (20) to (27) reduce to unity. For
the case with equal probabilities we have to put

1 1 1

e=¢=¢;=1; Wi:’E’Wi’=—Ei, "Tun=m,

k=K N=L, v, = Ny (29).

and we fall back to the formul® in the second chapter,
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These results can be generalized as, follows:

Under the conditions of selection described before, the estiﬁlator defined
in every possible sample:

X =aSb,ScuSd”;,x,M . : “’: - -'-. (30)

is an unblassed ‘estimate of': . ) ‘
Ex = ak Zﬂlb li 2 W'ucunu anhduhfqih - (31)

In this way x is an unbiassed estlmate of & only if 1t is identically
fulfilled
ak Zwibili 2 micin; ‘27T'i}'lxdz‘ih§/ijh = 22X fun - (32)
1 2 T T .

12 8

and x is an unbiassed estimator of ?Eiohly if it is identically fulfiiled

1 :
ak Z'mbil 277'“6'1;7111 Z‘Wuh 1jh§wh =5 2: 22 §i1h (33)

In a11 other cases- x is"an unblassed estlmate of some other parameter
of the unlverse and thus it can be consrdered as. a blassed estimate of

Formuls (32) and (33) can be used 1n the followmg ways:

(i) fora grven sample size deﬁned by. k L;, n;; and for given prob-
abilities , 7y, m;; an‘unbiasséd estimate® of X should be formed. Then
we get from (32):

R SRS D TN
a =% b, = —_7', Cij _77'!’;':', dign = o : o (38

and we come back to- (20)

(11) for given probab1]1t1es my, Ty and arbltrary a, b,, Cys dijn
the sample size k, /;, n;; should be determmed for which (30) gives an un-
biassed estimate of X. As (32) imposes only one restriction on-k, 11, I
many solutions are possrble _ e . _

(iii) for glven values a, b,, Cijs di,-,,, and a given sample size, £,
l;, ny;, the probabilities m;, m;, 7, can be sought which will render (30)
an unbiassed estimate of X. .

In this paper we w111 work w1th the assumptlon that the sample
size k, l;, ny and probablhtles m;, my, iy are fixed in advance. Then
(30) with arbitrary a, by, Cijy d,,}, is generally'abrassed estrmare of (1)._
The bias amounts to ° R P
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‘A = ak X wbl; X micqny X T — 2 PIPIE I s (35)
1 2 3 1 2 3 -

The variance error of the estimator x in (30) 'i_s given by _

Var (x) = E (x — Ex)?

Le—ck | e T
=3 ’I_C‘ KK —GE 0'12 [ak:biliZ wi,c”n,-g )——’vﬂ-iﬂld‘ijhgijh]
o h—el 10
+ E ‘:Jﬂt Ai -—% r [ak b[ cllnli Zﬂ.ﬂhdilhguh]
1 B! ;_€¢j;_'hl | 1
+k1>__,'m.l_i22 vi,—ei,. o
X 05’ [ak. bil"" Citiiip€ip) (36)

where the population parameters o? are deﬁned as 1n (239.
We are mostly interested in the mean square, belng,
M.S. (x) = E(x — &)? = Var (x) —I— 4 - . (3D

If a,system of constants a, bi, Cij» iy BIVES blas 4 which is negligible
compared with the variance error, and if this -variance error is sensibly
smaller than with other constants which are determined from (32),
then such a biassed estimate is to be preferred to the unbiassed estimate
(20) or (22). '
- The estimated bias is , )
=44 =.aSb¢SCMSdm,x1-,-h.—- lS 1 S — 1 Sx”h
1 2 3 .

k '”ilt 277'11711, 3 T

-(38)

and the estimated variance error is:.

aVar (9 =3 (1= %) 2 [ - b5 0 S|
3

el

e 1/ AR s

4 . ] %nw
+kx1mf_(1‘ ‘)
X 332 [ak"bili . .ci}nij . dii-hxﬁ.h]—:. (39)

where the sample parameters §,%. are -defined as in. (24').
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The universe parameters ¢, in (36), can be estimated by estimators
q oy? [ak' bil; 2 mycin; Zﬂmd«;jnfun]
123 2 3

K — €

‘= K {Slz [ak . b{ 12g C,,-jf dm,xi_,-;,]

%(1 E;\l ) Sy2 [ak bil; - cuSd,,,,xl,,‘:\

1 €; 1 €illij
'—Ak‘lgliif’i‘ (1 Vij)

X 8% [ak . b, - Cﬁniidiilzxijh]}

;
q o,? [ak e bl - oeyny X ”mdﬁhwa
23 3

A 8
\ . l_ sl (1 unu) 552 [ak-bil; - CiiNy - dijhxijh]}
12 My

H o2 [ak-bl; - cijnij - din€in]
3

== %V;E” s3? [ak. bil; - Ciilij dijhxiih] (40)

ij

The meaning of ‘the symbols 6,2 and s,% is the same as (23') and (24).
The sample parameters, 5,2, have these expectations:

123

E s;? [ak— b;Sc¢i; S dijhxiih]
2 3

i«
= 012 [ak' bl; Zﬂijcijnu Zﬂijl;dijhfith
2 3

K - €
N—egl; 1
+ 2w —)(—L : 7022 [ak'bili : Ci;nijZWtjhd«';hfim]
‘ 1 P €& I . 3
+.12m ZW” Vu &y Ry

X 0,2 [ak- bil;, ey - dipéinl
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L d

E 5,2 [ak- bl cy S dij,,xi,-,,:l
23 3

= =— 0,2 [al‘-" bil; - cyn P Wuhduhfijh]
3

’\i'—'et

Vi — €M 1
+ Xy 1 T4 . gy [ak . bil; - Cigllij + duhfuh]
2 Vi — € hy;

Esg?lak - bl - cyny « dipXin]
3

= R og? [ak - bl - Ciilj » diinéinl ' Y]

Vij — €4

For a different sample size we have:

H Var’ (x) = H Var (x) 4~ (I—i; — %) Uk [dk +b;Scy S dijhxijh]
4 2 3

1 1 1
-+ ok L? (TL' — Z) Sy? [ak'bili' Cij*gdijhxijh:l
1

1 1 1
+ 575G )
X $g? [ak-bl; - cyny; - dipXign] (42)

4. MATHEMATICAL DERIVATIONS

The case of selection with varying probabilities includes the case of
selection with equal probabilities as a special case. However the reverse
is also true; the formulae (20) to (27) can easily be developed from the
formulz (3) to (19) in the following way:—

Let us suppose that we have the universe described in Chapter 2,
where in the case of selection with equal probabilities formule (3) to
(19) apply. To simplify the derivation let us first. suppose that the
selection in each stage is the common selection without replacement,
ie, e=¢ =¢; = 1. Instead of changing the probabilities, we will
change the universe in the following way: Formerly in the i-th primary
unit, j-th secondary unit, there were N,; tertiary units with the value of
the observed character being. £;;,; now let us expand the universe so
that every former tertiary unit is repeated v times, making a total

Nij . B .. - - _. . B .
of » Jv,-,,, = v; tertiary units in the j-th secondary unit of the i-th pri-
k=1 ~

“mary unit. After this every newly formed secondary unit in the i-th
‘primary unit (ear)ier there were in it L; secondary units) should be repeated
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a

Ay times, making a total of 2 /\,, = ;\ secondary units m the i-th pri-
ji=1

mary unit. Fmally every newly formed z-th primary unlt should be
repeated «; times, makmg a total of 21(1 == x primary units. If we
i=1
select from such a universe &, li, ny;, primary, secondary and tertiary
sampling * units respectively with equal probabilities, this selection is
equivalent to a selection of the same number of units from the initial
universe with the varying probabilities being =, = «, JJx in the first stage,
A,/ in the second stage and my; = viufv;; in the third stage.
This méans that for this.expanded universe the formule (3) to (19)
apply, yielding after some transformations formule for a selection with
varying probabilities from the initial- universe.

In expanding the. universe we have made a change in its total and
average ‘per tertiary unit. To counterbalance this in the case of the
“universe total, we must modify simultaneously the values of the observed
_character, Ei. It turns out that the convenient modifications of these
values is obtained by applymg the formula:

o= i 3)

KiA'ijVijh
"In the same way the values in the sample should be transformed by
xz.gh I . ) o ’ ,- . 4
Zip = 43
” Kt/\tjv'uh . . . . . . . ( )

The transformation for the case of the universe mean will not be studied
separately, because when formule for the universe total are developed
it is easy to modify them for the estimates of the universe mean per
tertiary unit.

: Thus to arrive at. the definitive formule we will follow these stéps:
(i) Rewrite formule (3) to (19) making the following substitutions:

: Formerly . . f-UhA 27 Nij Li K . 2 | 2 | 2
1 2 .3
) » : K A 2ij
NOW- . e E’Hh zq‘,jh, vij Ai, K 2 i
. R . _ . i=1 j=1 h=1
BCEY

_(ii). Substitute new values for the observed character mentloned
in (43) and (43)." Thisis to achleve the result that the universe total for

~
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&
the new universe turns out to be the ‘same .as for the initial ".universe.

Indeed:

3 'X, Vij - .' . S .‘
2. ' Ztm = 2 Ky Z /\zj 2 vm; ‘:un ="2 2 2 ftﬁi o (45)
=1 j=1 n=1 i=1 B=1 -

So both umverses the enlarged one and the initial one, are made equiva-
lent, but what for the first one is selection with equal probabrhtles for
the second one is selectlon with probabilities =, m;;, = i in the respectlve
stages :

-(iii) We arrange to come ‘back to formulae contalmng only

K L
summatlons 2 2L )‘ by usmg the followrng obvrous convers1ons of
i=1.j=1 &= )
summatlons
K K )\h : - \Li ’ o -“ ’ ;" H ' .;'
2t= 2 s =) )\t,'t 21 = 2 Vijht (46)
i=1 1=1 j=1 1—1 h—1

Let us demonstrate these steps on formulaa 3) y1e1d1ng a unbrassed esti-
mate of X. Using (44) [step’ (1)] we rewrite formula (3) as:

)‘t Yiy
= S
X k 1 li ;Sni! m

The use of (43) [step (ii)] brmgs us. to L
— —S t S ijh _ = S S uh
X ki lt 2 My 3 Kt)\;jvi;h k 1Mk 2 'n',,n,, 3 "ijn_

where we have 1nserted

K. Ay - Vi

m= ) Ty = =
; ,K’ 5. A,' 'L]h-, .

Indeed th1s bnngs us exactly to formula (20)

- For another demonstratlon -we write first, in a similar way using
(44) formula (7) in the form:

var o = (§) {k- £ [ £80]

.+ 2’:" : “i r)_'lz'%z[z,;u_h] .

;lélhi_"
i k & (/\,,)2 1 iy ——n T
RN o) AR ek T
+"¢£ 1 A Aﬂ!=zlv vy =1

o e S
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&2

and after substituting (43) we have

Ni Vi) Li Nj §1 1 :
2 2 Cl]h 2 Aij 2 ’ V'i)'h * jh == 2 2 -gijh
2 3 .

j=1 h 1 j=1 B=1 Kt)\u”nn Ki -
P Ry
ith = = ik
: : "iAu 3 !
' 1
C'ﬂ == = ——— 5- 7
e ' A Vign A

and having in mina that because of (1): Npipispin. = 1, further using
also (46) and putting in the first term of (47) «%,in the second term
«2);2, in the third «2A,%v,% under the o? 31gn we obtain finally

1 k i
Var (X) = N* {k al | oy® [; %‘ Py %’ mei_«'h]

1 X Ai'—'li_l 2[12 Dij
tEEm Tt e o S eetal

V,-J — 1 ) r:‘l.u
X o [ B B g ] (48)

The meaning of the universe parameters o2 in (48) has also changed
compared with (10). Starting from (10) we have now from (47)

=1 5 (=L 50 =L Fu (=1 Z wat)

K =3
K X LI
= Sm (1 - Zme) 48
i=1 i=1
and similarly:
Ly Li 2 ' Nyj Ny 2
o2 [f] = 2 my (t -2 Wiit) ;o= mp(t—2 ”ilht)
" i=1 i=1 . - h=1 h=1

Formula (48) is almost the same as (23) except for the missing factors
¢, &, ;. However this case is now easy to master too. We have only
to make a contraction of the earlier enlarged ‘universe. Instead of

& The reader is warned not to do this contraction. after the formula (48) is deve-
loped, because this creates certain difficulties.
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introducing vy, tertiary units where there was earlier one, we introduce
vil€n- In the same way, the secondary units are repeated A;/e
times, the primary units «,/e times. Then a selection with equal prob-
abilities from such a universe is equivalent to a selection from the original
universe with varying probabilities ;, m;, =, using a svstem of non-
replacement with constants e, €, €; This could be achieved if we
had immediately made substitutions:

Formerly..| £y | Xin| Ny | Li | K 2 \ 2 | X
1 2 3 -
~(49
~x/e Nifey | v fes; “49)
Now ool i | Zign | Vsl e | A & K/e ‘ 2 Pl
X i=1 i=1 h=1
. -putting afterwards
€€ €580 €€€,, X o
; - —— a. d e .
CUh Ki/\i;' Vijh 8 ZUh_ K; Aw Vuh (50)
. and .reducing the -summations in this way:
«l€ 1 K Nil€; 1 Li Viji€;; N3ij
D t== 2wt == A 2t= 2 it (51
i=1 € =1 j=1 €; j=1 h=1 €u k=1

This gives immediately from (3)

A v, €€,€,X;;
y = S__l S ij 1\1} ifh
€k 1 € €M 3 X\ Vi -
1 1 1 xi:’h
=S S
k 1 W'l 2 "ijn'u 3 7T»:]h

and so formula (20) did not change. But from (7) we obtain

— Nil€4 Vijl€qj
Var (X) = ( k) _;Ef 0,? [ 2 i ) 1Cijh]

j=1 k=1

ke KIEA - el - Vulep -
ke 1—1 = ( ) Loy -[-h=1-__ ‘:tm]

2 . -
ke g¥ ’\i) V3 & )‘ff’ Vij — €l

—_—

K 3o\l AL E vy — e

><(..Via")z oo [C ]}
it 493" 54
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Fdf_thér we take intdo account that:

- Aile vijle: - 1 Nij 'E€-€'§~
— . i S1iS U
2 Zijh = - 2 Au - X Viin —A
j=1- B=1 € €ij h=1 KiliiVim
. L; N
) € i i
= 2 2 g@]’l
Ki =1 n=1
viilei . € €, Nij - .
Zijh = " )T P2 fijh (52)
h=,1 K, ij h—1

and that in the formula above for Var (X)

e \2
012[t1=-2 t—<3t) =
K =1 Koy=1

T

vl-I‘L\’JN

A=
AN

1 -]

K
K

(-
e

-

i

(53)

“MN
\/

-,

[l
CYNES

and similarly for ¢,% and o,2. '

After this we multiply the rlght side of Var(X) with Np,p,piu
= 1 which enters into the brackets of 0,2, 0,2'and o,2 and so we obtain
finally (23).

Another demonstratzon —Let us apply now (49) (50) and (51)
to formula (12). We get first:

x\2 ek A vy .
avar () = () - {e(1= %) 52 [ 2, S S 2]
ke -
+—;<—§(1_ ) ( l) liz [1;‘1,!’; ]
(0 550-2)
el Vi

Z;
(6,,7151) u [ ik, } )

and when we apply (50):

A ﬁ_ Sz A § g S

Zin = —7 —

Ecl1 2 €yl 3 " &l » €505 = Ki)\ijvijh
_eilg Ligxm
Ki: l1, 2 'L]nu 3 771]7;
p. € €; 1 'x- -

i . S Zigp = R - L4 (54)
€Ny 3 Ky Ay Ry T i
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The meaning of s? according to (24') does not change; so we muilti-
ply the right side with Np,p;p; = 1, and applying (51) we get finally
(24).

For a final demonstration, let us consider the first formula in (16).
By applying (49) we get

il€7 Vijl€ij
q o,? [ PN Ci}h]
j=1

123 h=1

K— € i Vij
= {s12 [ " N S z,,,,:l
K €il; 2 e’l,]nl,] 3

1
.I_C’llg (1 o ) (Etli) Isz [ 1] ij 3S Z”h]
_ Eunu
S(€l> ¢ ’\1‘2 ( ) (Et]"u

X 1832 [ziih]}

When we apply (50) and the relations (52), (53) and (54) we get first

q o [i )f:f gilfim:l

123 K j=1 n=1

=K—;€{S12[E :—l-S xijh]
K K; l 2 7T1,1n1,j 3 7r‘l/ﬂl
1 el i \2 € € 1 _x1
LG HE) Wi ]
ki A el; b K; A n; f’”’un
1 ( LAY € ( iy vii \?
k ;S' el ) i /\i f 1= Vij ) (Eiinij)

X NSt [i S5

i°3 K; A“ V‘Hh xi”‘ }'

If we-multiply both sides by («/€)?, we get into the brackets of o,2, s,?,
5,2 and s,* a factor 1/m;. Finally we multiply both sides by (p,p,;p)?

and so we obtain the first result in (25). Others are derived in an ana-
logous way. In this way formule (20) to (27) are proved. .

To derive formule (30) to (42) we start with formula (20), whlch
is an unbiassed estimate of the population total if the selection is made
with varying probabilities, and without replacement in which the reduc-
tion of chances ¢, €, ¢, in the first, second- a-n‘d:“th_ird stage is applied.




36 JOURNAL OF. THE INDIAN SOCIETY OF AGRICULTURAL STATISTICS

We substitute instead of x,;, the expression afy;;8;,%;,- Then, due to
the fact that (20) is an unbiassed estimate of (1), it results that

P OiuXisn
kywlis mpg s wi

is an unbiassed estimate of

a X B X vis X Ounbi
1 2 3
and therefore it is a biassed estimate of either (1) or (2). If we put now

o By X, da_y
k 3 TT,'lvi i .Wijnij ijs ] ijh

the same statement indicates that
XxX=a szlS ci; S digXijn
1 2 3

where
a, b, Cijs dijh )
are constants in an unbiassed estimate of (31), which was.to be proved.

Herefrom the conditions (32) and (33) are obviously imposed if
we want to have unbiassed estimates of the umverse total or of the mean
per tertiary unit.

The most direct proof for further formul® consists in substituting
into the formule (23) to (27) which were just proved instead of Xy,
the - expression: -

ak - @bl « micing;  madp X

and similarly for ;. It can be readily seen that this leads to formule
(36) till (42), which was to be proved.

- 5. APPLICATIONS OF THE RESULTS TO ‘SPECIAL CASES OF -THREE-
STAGE- SAMPLES

If some of the summations in formula (20) or (30) are complete,

then we have special cases of three-stage samples. Let us symbolically

_.represent ‘one of .such cases by SZ’S which means application of an
- estlmatmg formula:

- X—aSbjEC“Sd,jhx”,
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Tnis is a two-stage sample with - stratification within ~primary units

, (substratification).- Then all formule in Section 3 have to be changed
accordingly. In the following table, special values are-given to be
inserted in the formulz,

TaBLE I

Special values to be put into formule 20) to (42} if the -
three-stage sample is modified by complete enumerations in
some stages

Symbolical
representation Name of sample Special values of constants
of the sample .
S8S Three-stage sample
pIARY Stratified two-stage sample A=K =k, e=1, m;=1/K
S8 Substratified two-stage sample| /,=Zi=M\;, =1, myy=1//;
SSZ Two-stage cluster sampling 1i;=Ny=vij, €5=1, mp=1/Ni; -
%ZS Two-fold stratified sample k=K =x,li=Li=X; e=¢=1, =
V&, m;=1/L;
pAY] Stratified cluster sampling k=K =k, nj=N=ry, e=e;;=1, »
w=1/K, mp=1/Ny _
AP Two-fold cluster sampling 1¢¥L{=Ai, nyy=Nij=vij, e, =€;=1,
=1/ Li, mj=1/NVy
‘ 322 . Complele enumeration b=K =k li=Li=x;, it;j=Nii=vij,
i e=e=ey=1, m=1/K, m;=1/Ly|
mn=1/Ny

Example—For a substratified two-stage sample, the - unbiassed
estimate of the universe total (1) will be (see 20):

1 Xiin

1,1
== S- — S
X ko m 22 Rij 3 Tin
with the variance error (see 23)
% Giini_,:

1 «— ek §2 ‘
X) — N2 1= 2 | £ ) o
Val‘ ( ) N {k K — € g1 I:Wi .i__:l’»; 4:7 puh;u’h]

1 . Vii —_— 1 2 p; Pijn
A R ERE |
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and - estimated variance error (see 24)

1 ek Di  Pij p"hxilh
X b= 2}z L1 1) k2
 Var (¥) Nv{k (1 )s1 [Mzn }

Tin

Cullij\ . 2 P . P
kK ;S' 22 n,-i( —ﬁvr )S l: ‘P oy xi!h]}

§) ijh

We see that neither the .variance error, nor the estimate contain the
ferm concerning the varlatlon of & (xi,) between secondary units
within the primary units.

Further from (25) we see that:
q Gi22:;'[% ? Pa;! 2 Pﬁhf in.]

123
— K ___ € { |:P; 2 pu p‘l:hxwh:!

K i o2 My o3 Tign

—— S Z l Eunu) 32 [& . pi], . IM x“h]}’ etC.

2 nl; w5 Tisn

6. APPLICATION TO THREE-STAGE SAMPLES SELECTED WITH
PROBABILITY PROPORTIONATE TO SIZE

If undersize is -considered the number of tertiary units in a pri-
mary or secondary unit, then -we have to put simply into the formule
in Chapter 3:

N; ’ Ny 1
= ]V =P 771] = F = Dij» Tijp = m = Dijn-

Then, in the general case of such selection,—where the way of selection
is characterized by e, €, e;—we obtain from (20) the estimate of the
population total:

N 1 1

‘k‘ ii ‘5 h‘; *? Xiin

from (23) its variance error:

1 x — ek

Var (X) = N? {k

K —

2 [%’ Dij 32 Pijnfuh:l

1 N—el, 1 T |
-+ ];2171 A—e ' T 0,2 [?Punfi!n}

1 i &

Vi — € n;;

1 1 i3 n 1 t
+ k)f—'pi . I__‘o\?pﬁ Yy — &ilty | L 52 [fin.]} o
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_NZ {1 e ko‘12 [%—"%‘f"""
‘ /C.Ic—e Np1 _,
2 f’ljh
1, A—el 1 [ ]
T k%‘p% )\z — € _li 72 Np; i

vy — &y 1, [ Eun ]}
[3 1, —__-— =0 AT
+73 211 liup? Vi~ € Ny; % LNp:ipypin J-

from (24) its estimated variance error:

HVar(X) = N? {k (»1 —'-;1‘ 52 [1 sts xm.]

l Rij 3
€ 1/ eili .1 ]
+ 75( ;.9 li (1 - ‘—“ 6"2 [7’1.” S i

Other formule can be obtained in an analogous way from formule
(25), (26) and (27). If the chances of selection in each stage are made
equal to the size of the sampling unit, we can insert into these formula&
N, N,, N, instead of «, A;, v;. The formula for Var (X) was already
quoted for a two-stage sample with e¢=1, . ¢ =p, k =N, A, = N;
by Thionet. .

-If we want to specialize the three-stage sampling . in introducing
complete summations in some stages, then we must not specialize the
formule used above, but must first develop general formule for the
special combination, as in Chapter 5, and after this insert the special
values for the probabilities ;, my;, 7,5, which are not yet fixed by the
sampling design itself.

7. APPLICATION TO THREE-STAGE SAMPLES WITH VARYING
PROBABILITIES IN WHICH IN SOME STAGES. SELECTION WITH
REPLACEMENT OR WITH COMPLETE NON-REPLACEMENT.

1S APPLIED

In stages where selection with replacement is applied, .the corres-
ponding constants €, €, €, should be put equal to zero. This can
already be done with the general formul® in Chapter 3, but it.can also
be done with the specialized ones in Chapters 5 and 6.

% Sce Ref [6], page 146. This is not in accordacce with the results given in a Jater
publication, Ref. [7], page 170..
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Example—The formula for the -variance error of the combina-
tion SZS is required where ¢ =0, ey = 1 whilst ¢ is bound to be
equal to 1 by the conditions laid out in Table I. - Thus we get from

(23):

. I ) _ -
Var (X) = N? {1; a,? l:fri 2 py 2 Pﬁhfuh]
i 2 3

+ 277'@2‘——”" . —1'0'32 [& EH Pin fﬁh]}-

2 —1 n;; Ty Ty gy,

Note that generally if the selection in the first stage is made with replace-
ment the estimated variance error, & Var (X), by formula (24) has only
one term. This recalls the application of the computation technique
from an analysis of variance, where the estimated variance error (only
if selection is done without replacement) can be calculated from the
mean square between primary units. Also it is 1nterestmg to note,
that in all stages at which selection with replacement is used, the esti-
mates of the parameters of the universe are limited to two terms at most,

If we let the chance of reselection of the same unit in any stage
drop 1o zero as soon as such a unit is selected for the first time, let us
call -it _complete non-replacement. 1In this case formule in Section 3
do not; apply any more.

Although -the-estimator (20) is then biassed, we may calculate the
estimate according to it. To get an approximation in the other formule
we have to put e = «/K for non-replacement in the first stage, and
analogously

A Vij
€ = Ea € = ]‘v;

in the second and third stage respectively.* So we get approximatively -
that the estimator of the universe total .

E S Di S Py S meim

X —
k 1 Wzlf 2 Tyl 3 i

provides a biassed estimate (with unknown bias), and has an approxima-
tive variance error: :

K—k [

1 i
]:IK—I p 2 pu 2 Pwnfim_l -

5

1 Li—1; 1 Pi Py
+ ]‘c?"i L, —1 l:“z [77@ 7y 2 Punfﬂn]
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1 1  Ny—ny
+E§Wi-li§7ni N”—l .
X _1_032 [J . Pig | Pun gim]}

Ry Ty Wi Ty :

and an approximative (biassed) estimate of the variance error:

[ Pi 2 iinXi
3Var(X)=N2{1 (1 k SZ[&S DPi; SI_]_Jl__ﬂL]

—=)s »
k K mili 2 Tl s Tijn

1 1 LN [Pf D - p’iiﬁxij);]
el e — —= .. 2§ I
+kK§li (1 Li) % | 7 Ty 3 Tijh
1 1 1 n“
T kK ;S’ .l'iLz f Ri; (l Ni')
X 542 [g By, Dun xm]}‘ (56) .
i T T

These formule simplify significantly with selections using probabilities

proportionate to size (size being the number of tertiary unit in primary

and secondary sampling units). The approximation (56) for two-stage .

sampling with a selection proportionate to size was given in a similar

form by Gray and Cortlett.” For purposes of comparison in our formula

(56) must be putw; = p, iy = Pigs Tijn = Dijns Nij =n; X and § are
: 3 -3

reduced to one term, /, =/ It appears that in the formula given by

Gray, the factor L;/L; has no Justification, although it does not much
affect the order of size of the estimated variance error.

8. APPLICATIONS IN THE CASE OF LINEAR BIASSED ESTIMATES

Suppose that we have selected a three-stage sample with varying

probabilities of selection w;, m;, m;. We estimate the universe total
(1) by:

=

1
n”

o) -

X=7 S S S Xisn (57)
1 2 3 °

&

i.e., by an estimator which gives an unbiassed estimate only if the prob-
abilities of selection in every stage are proportionate to the size of units
(defined by the number of tertiary units in them). In our case; this

estimator yields a biassed estimate. What is its variance error and the
estimate of it? ’

?See Ref. [2], page 155.
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Comparing (57) with (30), we get that

_N _1 _1
=% bi~[fi, cij“‘"’,l_;: di,m=1-

a

Thus from (31) we get that the estimator above estimates

N Xm2 T4 2 Tr'ijhf'éjh’
1 2 3

which is different from (1).

From (36) we get:

Var (X) = N2 {7( . —%C 0'12 [2 KU 2 Wijllg‘[ﬂl]
2 3

1 A — el 1

pX "T;j Ty — Silly L ‘7_32 [i‘fih]} (58)

) ) Vij — € ny
and from (39):

v (- L) e g & 5 vl

TEn §i3'l (1 —%) 532 [x'i,.,,]'}. (59

LA, 2 ny Vij

Although the variance error (58) is different than (55) where the .

use of the estimation formula (57) gives an unbiassed estimate, the
estimated variance error, (59), has the same expression as in Chapter 5
provided that the same of chances «, X;, vy are kept equal. This'is a
consequence of the fact that in formula (39) do not appear at all the
probabilities 7, my, ™ actually used in the selection of the sample.

Further, we get, e.g., from the first formula of (40)

q o? l_%_—,' 5 %‘ Wijhfijh}

123
_r—ef o fl o 1
Sl PR
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.t L _ Eili _l_, ) ]
k ;S‘ (1 > |:nu f K

_l‘ E,,; Eunu
k 1 [,\l 2 (1 ) S3 [xijh]}

Formul® (58) and (59) were developed by Sukhatme and Panse®
for the case of selections with equal probabilities in all stages, but using
the estimator (57). The results are same if we put

k=K, AN=L, vy =Ny, m= Il?’
1 1
Ty = Li s Ty = N'ij, li - l: n; =n.
We conclude: Whatever the probabilities used in the selection of
the sample, we can always use any estimator, which would give for
~ certain probabilities an unbiassed estimate. Although we get in this
way a biassed estimate, the estimation of the variance error from the
sample does not depend on the probabilities actually used in selection.
Provided that the differences between the probabilities actually used
and those for which the estimator provides an unbiassed estimate are
reasonably small, we can expect that the bias in estimation is small too.
It is, however, not excluded that in certain physical situations the bias
might be small, although the probabilities actually used are widely
different from those for which the estimator provides an unbiassed
- estimate.?

CONCLUSION

The generalization of the result contained in this paper to a bigger
number of sampling stages is obvious. All these developed formule
can be used with a given sampling design after selecting a sample when
we wish, on the basis of actual sample data, to use alternative linear
estimators, providing the unbiassed and other different biassed estimates.
The case is also covered where, from data on an actual sample, using
a certain estimator, we wish to estimate the variance error for a larger
or smaller sample. But here it was essential to assume that this larger
or smaller sample is selected by the same type of selection (with or

; 8See Ref. [4], pp. 137-38 specially formule (18) and (28).

® See Ref. [4]. There is shown on ore example (mean yields of wheat in Punjab,
1943-44) that the estimator (57) has an almost negligible bias although the selection
| had been done with equal probabilities in each stage.



44 JOURNAL OF THE INDIAN SOCIETY OF AGRICULTURAL STATISTICS

without replacement in each stage) and with the same probablhtles
in each stage as the initial sample. The case where this restriction is
dropped will be studied in another paper. .
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